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Abstract Attacking fingerprint-based biometric systems by presenting fake fingers
is a serious threat for unattended devices. In this work, we introduce a novel algo-
rithm, by extracting features along the fingerprint curves, to discriminate between
fake fingers and real ones on static images. Pairs of mean value and standard devia-
tion are sampled from the ridge, slope and valley of the curves. Then bag-of-words
model is used to select cluster centers and form a 128-dimension feature of word-
s’ frequency. We test our method on a dataset collected by Chinese Academy of
Science, which contains 960 live fingerprints and 960 fake ones made by silicon.
Though the fake fingerprints is too verisimilar to be distinguished by naked eyes,
we still get an accuracy of 98.85%. Because our method is based on single static
fingerprint image, it can be freely embedded into existing fingerprint-based biomet-
ric systems.

Keywords fingerprint liveness detection, bag-of-words model, image texture anal-
ysis.

1 Introduction

In recent years, fingerprint verification systems for personal identity recognition
reached a high degree of accuracy. Unfortunately, as the ancient Chinese proverb
says, while the priest climbs a post, the devil climbs ten, various of fake fingerprint
molds have been developed to attack the biometric authentication system [2]. Mate-
rials of Play-Doh, gelatin, latex, silicone, and even the printed paper can pass some
authentication systems. From a security and accountability perspective, fingerprint
authentication systems should have the ability to detect when fake finger samples
are presented. This requirement gives huge motivation for researchers to find effec-
tive method to discriminate fake fingers from real ones. One of the solution is to
analyse the difference of the texture between real and fake fingerprint images. It is
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cheap, convenient and easy to be embedded in to a present fingerprint verification
system.

Up to now, no obviously physical feature in static images has been found to
provide a clear standard of judging the liveness of fingerprint. Some researchers
did preliminary analyse in using statistical methods, such as power spectrum [7],
wavelet [8] [9] [10],curvelet [11], fusion of multiple static feature [12]. Perspira-
tion pattern and other noise in valley of fingers are widely considered to be a useful
information [13] [14] [15], however, whether perspiration exists or not is more de-
termined by the users, not the machine. Pores on the ridge are also extensively used
pattern [12] [15], while the abraded fake fingers would not contain the tiny details.

Due to the speciality of the classification of live and fake fingerprint, that the
direction of fingerprint curves change everywhere, an isotropous statistical method
cannot get a satisfied performance. The useful but subtle information will be diluted
with the high response of the magnitude difference of ridges and valleys. Moreover,
the width of ridges and valleys mainly depends on the pressure of the users, so
statistical features like whether black or white gray levels cannot be used as the
basis of judgement.

To bypass the difficulty caused by variation of direction and width, some re-
searchers started to extract features along the fingerprint curves. Derakhshani et
al. [13] and Choi et al. [12] use a 1-D long signal on the ridges, and find that the 11
to 33 FFT points have considerable ability of discrimination. [15] add signal sam-
ples from valleys, which denotes the perspiration and noise. Maybe because they
intent to avoid the influence of the width, they only use the thinned skeletons of
ridges and valleys, leaving the rest information from slopes apart. Furthermore, in
a fingerprint of good quality, the valleys should be clean white, and the ridges are
expected to be almost totally black except for pores. Whether the ridges and valleys
have enough information are still in doubt.

In our approach, we use not only features extracted from ridges and valleys, but
also from the slopes between them, which are ignored by most previous researchers.
Unlike real human fingers, fake fingers made by silicon, gelatin and latex have s-
moother edges located between the ridges and valleys. With the fraying of the mate-
rial, the smooth degree of the edges will be more prominent. Mathematically, signal
sampled alone the slope of live fingers should have a higher variance compared with
that from fake fingers. Utilizing this property, we designed our proposed method.

2 Algorithm

As we aim at gathering the subtle difference between live and fake fingerprint, it
is suggested that no pre-processing should be taken on the fingerprint image, to
preserve all the details captured by the hardware. Some pre-processing method, e.g.
histogram equalization, may enhance the fingerprint to a better visualization, but
also simultaneously change the local distribution of pixel intensity.

Our algorithm contains the following procedures.
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1. Partition the fingerprint image into 16× 16 blocks. Calculate the directions of
fingerprint curves in all blocks.

2. Generate sampling lines along the fingerprint curves. Each line collect three in-
formation: the pixel intensity distribution X̂ , mean value E[X ] and standard devi-
ation Std[X ].

3. Calculate the conditional distribution P(X̂ |E[X ]). Generate a filter that allows all
X̂ with P(X̂ |E[X ])> 0.01 pass the filter.

4. Use the filter to recalculate the E[X ] and Std[X ] of all sampling lines.
5. Execute k-means algorithm to get 128 cluster centers of all the 2D points

(E[X ],Std[X ]). By aggregating the frequency of each word, a 128-dimension fea-
ture is extracted to describe a fingerprint’s texture.

6. kNN classifier is used to discriminate fake fingerprints from real ones.

2.1 Feature extraction

The fingerprint is firstly partitioned into blocks of 16×16 pixels, in which the finger-
print ridge can be approximately treated as some straight lines of a certain direction.
Ridge orientation is calculated using the method suggested in [16].

In each block, we define the ridge orientation as the y-direction, and the orthog-
onal orientation as the x-direction. Then a series of lines is generated, with width
of 1 pixel and length of 16 pixels, parallel with the y-direction (Fig. 1(a) ). Differ-
ent from the method in [16], we introduce a over-sampling strategy: our lines are
overlapped with the neighbors to get a more accurate ridge-valley envelope. The
method to generate the lines can be Wu’s antialiasing algorithm [17] or the overlap-
ping area of the lines and the pixel grids (Fig. 1(b)). The method of overlapping area
is strongly recommended because it is more similar to a sampling procedure.

Here, the intensity (0-1) of a pixel on the line is considered as the probability pi,
and the intensity of the pixel on the covered position of the fingerprint is considered
as the magnitude xi. The mean value and standard deviation on each sampling line
can be calculated as:

E[X ] =
∑i pixi

∑i pi
(1)

Std[X ] =

√
∑i pix2

i − (∑i pixi)2

∑i pi
(2)

where pi denotes each pixel in line image P and xi denotes each pixel in image
block X. The mean values is one-to-one correspondence to the standard deviations
(Fig. 1(c) ).

When press on the fingerprint scanner, people always use different pressure with
different parts of finger, which leads to asymmetrical local contrast. Here we nor-
malize the E[X ] signal with the maximum and minimum values in 5x5 neighbour
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Fig. 1 (a) Four sampling lines and sampled mean value. (b) The method of overlapping area to
generate a sampling line: pixels’ intensity is defined by the overlapping area between pixels and
the sampling line. E[X ] and Std[X ] can be calculated by simply multiplying the matrix P, X and
X2. (c) The sampled mean value and standard deviation from (b).

(a) (b)

Fig. 2 (a) Normalized filter map P(X̂ |E[X ]). (b) Manually fixed filter matrix. The white horizontal
line is where the pore pattern lies in.

blocks1 to eliminate this effect. Since Std[X ] is proportional to X , the same scale
transform should be applied to Std[X ] in each block, too.

2.2 Noise Filter

In section 2.1, we assume that the orientation of fingerprint curve is straight in each
block. The assumption is quite precise in most blocks. However, it is not always
correct, which leads to a bad performance. For example, in the middle of the finger-
print the curves are always like a circle. Moreover, at the edge of the finger where the
curves break, the sampling line will mistaken the blank pixels as useful information.

1 The accuracies of different sizes of normalization window are illustrated in Fig. 4
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To fix these mistakes, we introduce a two-stage noise filter method. In the first
stage, we generate the joint distribution of X̂ and E[X ] as P(X̂ |E[X ]). Under an
assumption that the noise is much weaker than the useful signals, we design a filter
to allow the signal with P(X̂ |E[X ])> 0.01 pass only.

Notice that this filter can be modified arbitrarily. There are some obvious noises
in the map. For example, in the middle levels of E[X ] (slope), there are too much X
values of 255, which should be erased manually. Note that some of the areas with
low E[X ] and high X̂ have considerable probability. These are the pores on the edge,
so it is necessary to let all of them pass the filter. Finally, the prior map (or filter) is
shown in Fig. 2(b).

In the second stage, we calculate the E[X ] and Std[X ] again, using the filter matrix
to filtering the noise out. This filter method is a big qualitative leap that increases
the accuracy from about 89% to 98.85%, and makes this algorithm to be one of the
state-of-the-art algorithms.

2.3 Bag-of-words model and feature representation
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Fig. 3 Centers in bag-of-words model and the ability of discrimination of the words. All the words
wi with J(wi)> 1 are colored by red, regarding that they have enough ability of discrimination.
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One easiest method to represent the feature is to quantize the mean-standard
deviation scatter to a grid, and use the frequency of each node as the feature2. This
would cause a problem that some of the dimensions of the feature are always zero.
On account of this phenomenon, we use bag-of-words model instead to avoid the
waste of dimension.

After the filter step, we collect all the pairs of mean value and standard deviation
and use a 2D k-means algorithm to select 128 cluster centers (k=128). We use the
frequency of the appearance of the 128 words in one image as the feature.

To judge the ability to distinguish between the live and fake finger of each word,
we modified the Fishers linear discriminant.

J(wi) =

∣∣µlive−µ f ake
∣∣√

σ2
live +σ2

f ake

(3)

Where µlive(µ f ake) and σ2
live(σ2

f ake) represent the mean and variance of the word
wi in the training live(fake) class. The word is considered to be enough distinctive
to classify if J(wi)> 1.

All the words and their ability of discrimination is shown in Fig. 3. It can be
concluded from the plot that the ridge and slope patterns have better performance.
However, the slope patterns have been ignored by researchers for a long time [12]
[15].

3 Experiment

We use kNN classifier to discriminate fake subjects from the live ones. It is almost
the simplest classifier, with only one parameter k and one method to measure the
distance from samples. One of the disadvantage of kNN classifier is the time and
space complexity increase as the training set grows. We have also tested other clas-
sifier, such as SVM and random forest, they get about 4%-5% less classify rate than
the kNN classifier. This may because we have not found the latent manifold of our
feature.

Hellinger distance, ell2 distance, KL-divergence is utilized to determine the dis-
tance between the features. As the result illustrated in Fig. 4, there are no apparent
differences between the three distances.

The dataset is provided by Chinese Academy of Sciences [1]. It contains 960 fake
fingerprint made by silicon and 960 corresponding live fingerprint. The fingerprints
have been divided into two subsets, one for training and another for testing. To make
our results more persuasive, we have also implemented some of other algorithms
such as LBP [18], Choi’s method [12] and Tan’s method [15]. The recognition rate
are listed in Table 1.

2 The result has also been illustrated in Fig. 4 labeled by “Grid Feature”
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Fig. 4 (a) The affect of different sizes of the normalization window. (b) The recognition rate of
different measurements of distance and the affect of various k in kNN. Note that the performance
of “Grid Feature” mentioned in Section 2.3 is also displayed here. The results of more algorithms
is listed in Table 1.

Table 1 Recognition rate of different algorithms

BoW+KL Grid Feature No Noise Filter LBP [18] Choi’s method [12] Tan’s method [15]
98.85% 97.92% 89.17% 91.75% 79.167% 85.52%

4 Conclusion

In this paper, we proposed a fingerprint texture extraction algorithm for fingerprint
liveness detection. Our method overcomes the shortage of previous ones, ignoring
the information from the slope. Experiment results show that the slope patterns per-
form no less than the feature extracted from the ridge, and beyond the valley signals.
By combining all the patterns together, our algorithm promote the recognition rate
to more than 98% on the dataset from Chinese Academy of Sciences.
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